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#### Abstract

This paper is devoted to studying what call irregular random walk on the non-negative integers. The random walk plays an essential role in different areas of applications. It models many problems in a way to make it easier to handle and study. A random walk, in general, is a sequence of partial sums of independent identically distributed random variables. The type which well be considered in is partial sums of random variables that are not necessarily independent or identically distributed. The type of random walk of being transient or recurrent is one of the most important concepts to be studied. The random walk is said to be recurrent if the walker starts at some state and the return time to the starting state is finite almost surely, and transient if there is a positive probability of not returning to the starting state. The recurrent random walk is positive if the mean return time is also finite, and it is null recurrent otherwise.


## 1 . Introduction

The irregular random walk is on the non-negative integers $Z^{+}$, [1,2]. Particle moves on $Z^{+}$starting at 0 and each unit of time it makes either a jump of size $m$ to the right with probability $p$ or goes back one-unit distance with probability $q=1-p$. In which case, the summands of the partial sums are not necessarily independent or identically distributed random variables [3, 4], this is the reason for calling Markov chain is irregular random walk [5]. It was proven that the $(m, 1)$ IRW is positive recurrent if and only if $<\frac{1}{m+1}$, transient if and only if $p>\frac{1}{m+1}$, and null recurrent if and only if $p=\frac{1}{m+1}$ [5]. Another irregular random walk is obtained if the particle can make one-unit distance jump to the right with probability $p$ or to make a jump of size $n$ to the left with probability $1-p$ [6]. Also it is proven that the $(1, n)$ IRW is positive recurrent if and only if $p<\frac{n}{1+n}$, transient if and only if $p>\frac{n}{1+n}$, and null recurrent if and only if $p=\frac{n}{1+n}$, these two models are generalized by allowing the jump to the right to be of size $m$ and to the left to be of size $n$ [7].

A different type of irregularity of random walks was studied. A particle moves on $Z^{+}$starting at 0 and makes either a

[^0]jump of size $m$ to the right with probability $p$ or goes back (falls) straight to 0 with probability $q=1-p$. We show that this Markov chain is positive recurrent regardless of the values of $m$ and $p$ [8] Also, irregular random walk with varying probabilities, $p_{k}$ is considered. In this section we will present some of the definitions and concepts of probability theory in general and Markov chains. If we have probability space $(\Omega, £, p)$ and a set $X=\left\{x_{t}: t \epsilon T\right\}$ of random variables (Measurable), knowledge of the sample space $\Omega$ and take their values out of space S , the set $X$ it's called (Random Process $\equiv$ Stochastic Process) and S is called(State Space) for random operation, and the set $T$ (Parameter Space $\equiv$ Index Set).Many random processes check the following property which is called the (Markov property) that the future values of the process are not affected by the past values if the current value of the process is known [9].

## 2 . Chosen Models of Random Walk

### 2.1. Irregular Random Walk on Non-Negative Integers $Z^{+}$

Remember that the random walk is a sequence of consecutive partial totals of random variables following the same probability distribution, and our study in this section of the irregular random walk on the line of non-negative integers $Z^{+}$. Where the particle of motion starts from position 0 and then makes a step along the
length of $m$ of the unit of distance to the right with probability $p$, or a step along the length of $n$ the unit of distance to the left with probability $q=1-p$, when the particle is less than n unit from state 0 , its next step to the left is zero. this leads to the fact that the length of the step to the left depends on the distance of the point from state 0 , which in turn leads to random variables that are sequential partial totals are random variables that are not independent and do not follow the same probability distribution [10,11].

This is why the Markov chain we are studying is called irregular random walk on non-negative integers $Z^{+}$, in this case, we have Markov chain state space is the class of non-negative integers $Z^{+}$and the probability of transition is:

$$
\begin{cases}P(i, i+m)=p, & i \geq 0  \tag{1}\\ P(i, i-n)=q=1-p, & i \geq n \\ P(i, 0)=1-p, & i<n \\ P(i, k)=0, & k \neq i+m, i-n, 0\end{cases}
$$

Remember that if the irregular random walk (IRW) is zero starts and the time of return is (finite), the irregular random walk (IRW) is recurrent, while irregular random walk (IRW) is transient if there is a positive probability of not returning to state zero. we will denote this model of a random walk with the symbol (, n)IRW .The following is a Probability-generating function that can be used to infer the necessary and enough condition for the irregular random walk (IRW) to be positive recurrent. The irregular random walk (IRW) is Aperiodic and irreducible.

### 2.1.1 . Definition, [12].

The Probability generating function and corresponding probability distribution $\pi=\left(\pi_{k}: k \geq 0\right)$ is defined as the following formula:

$$
\begin{equation*}
\Pi(S)=\sum_{k=0}^{\infty} \pi_{k} S^{k} \tag{2}
\end{equation*}
$$

The following theories play an important role in proving the validity of some of the results in this section.

### 2.1.2 . Theory

Markov chain irreducible has a stationary distribution if and only if the chain is a positive recurrent

### 2.1.3 . Theory

If the Markov chain is irreducible, the state space S and zero are (Reference state) and $Q=(P(x, y), x, y \in S \backslash\{0\})$, and the Markov chain are transient if and only if the system is found:
$Q X=X, \quad 0 \leq x_{i} \leq 1, \quad x_{i} \in S \backslash\{0\}$ a nonzero solution.

### 2.1.4. Theory

Irregular random walk $(1, n) I R W$ is:
Positive recurrent if and only if $\boldsymbol{p}<\frac{\boldsymbol{n}}{1+\boldsymbol{n}}$
Transient if and only if $\boldsymbol{p}>\frac{\boldsymbol{n}}{\mathbf{1 + n}}$
Null recurrent if and only if $\boldsymbol{p}=\frac{\boldsymbol{n}}{\mathbf{1 + n}}$

### 2.1.5 . Theory

Irregular random walk $(m, 1)$ IRW is:

- Positive recurrent if and only if $p<\frac{\mathbf{1}}{\boldsymbol{m + 1}}$
- Transient if and only if $\boldsymbol{p}>\frac{\mathbf{1}}{\boldsymbol{m + 1}}$
- Null recurrent if and only if $\boldsymbol{p}=\frac{\mathbf{1}}{\boldsymbol{m + 1}}$


### 2.1.6 . Theory

Irregular random $\operatorname{walk}(m, n)$ IRW is:

- Positive recurrent if and only if $\boldsymbol{p}<\frac{\boldsymbol{n}}{\boldsymbol{n + m}}$
- Transient if and only if $\boldsymbol{p}>\frac{\boldsymbol{n}}{\boldsymbol{n}+\boldsymbol{m}}$
- Null recurrent if and only if $\boldsymbol{p}=\frac{\boldsymbol{n}}{\boldsymbol{n + m}}$


## 2.2 . Site-Dependent Irregular Random Walk,[13].

In the following section it will be examine the irregular random walk (IRW)of the on $Z^{+}$a starting g of state 0 so that the probability of moving from state $k$ to state $k+m$ is $p_{k}$, and the probability of moving to the state $k-n$ is $1-p_{k}$ that is, moving right and left depends on state where you move from.

We will start by examining the case in which it is $n=$ $1, \mathrm{~m}=2$, the probability of transition is as follows:

$$
\left\{\begin{array}{cc}
P\left(X_{j+1}=k+2 \mid X_{j}=k\right)=p_{k}, & k \geq 0  \tag{3}\\
P\left(X_{j+1}=k-1 \mid X_{j}=k\right)=1-p_{k}, & k \geq 1 \\
P\left(X_{j+1}=0 \mid X_{j}=0\right)=1-p_{0}
\end{array}\right.
$$

This type of Markov chain with the symbol is marking by $(2,1) I R W$.

### 2.2.1. Theory, [13.

As a randomized random walk (IRW) on non-negative integers, $Z^{+}$site-dependent and knowledge of equation (4), the necessary condition for a probability distribution $\pi$ to be a stationary distribution is:

$$
\begin{equation*}
3 \sum_{k=0}^{\infty} \pi_{k} p_{k}+\pi_{0} q_{0}=1, \quad q_{0}=1-p_{0} \tag{4}
\end{equation*}
$$

## 2.3 . Site-Dependent Irregular Random Walk..[14].

In this section we will examine a generalization of what was previously studied in the previous chapter, where the particle is allowed at state $k$ to make a step to the right along the $m$ length unit with probability $p_{k}$, or a step to the left along the length unit with probability $q_{k}=1-p_{k}$, this type of irregular random walk and depends on the state called ( $\mathrm{m}, 1$ )Site-Dependent Irregular Random Walk, Symbolized by the symbol ( $m, 1$ )SDIRW, the probability of transition is as follows:

$$
\left\{\begin{array}{cc}
P(k, k+m)=p_{k}, \quad k \geq 0  \tag{5}\\
P(k, k-1)=1-p_{k}, & k \geq 1 \\
P(0,0)=1-p_{0} &
\end{array}\right.
$$

As a result of equation (4) it is clear that $(m, 1) S D I R W$ is irreducible.

The following theory represents a generalization of theory (2.1.1) where the particle can take steps along the length of $m, 1$.

### 2.3.1. Theory

Given the random walk $(m, 1) S D I R W$ defined by equation (6), the necessary condition for probability distribution $\pi$ is to be a stationary distribution:

$$
\begin{equation*}
\sum_{k=0}^{\infty} \pi_{0} p_{0}=\frac{1-\pi_{0} q_{0}}{m+1}, \quad q_{0}=1-p_{0} \tag{6}
\end{equation*}
$$

### 2.4. Another model of the irregular random walk on nonnegative integer, [14].

In this section we will consider a particle that makes each plate a step time by the length of $m$, a unit of distance to the right with probability $p$, or in the opposite direction, making a step to zero with the probability of $q=1-p$. In this case, the length of the step made by the particle depends on the distance from zero. If $S_{n}$ denotes the position of the particle after $n$ time unit, $S_{n}$ is the sequence of the partial totals of random variables that are independent and do not follow the same probability distribution. This model is unusual for a random walk and is another model of an irregular random walk.

In this case, the state space is a set of non-negative integers that are accepted by the division of $m, m Z^{+}, \quad m=0,1,2, \ldots$ In this case, zero will be regarded as (Retaining Barrier) as we will explain later that there is another type of irregular random walk and where the probability depends on where the jump is made. This sequence p depends on state $k$. in these cases, we will show that in the first case, the irregular random walk is positive recurrent, regardless of the probability value $p$ and the length of the jump $m$.

We will also prove that in the second case, for irregular random walk transient we would assume that $q_{k}=1-p_{k}$ converges to zero quickly enough. We will also use the generator function to prove that the movement is positive in the case of constant probability $p$.the stationary distribution of the Markov chain is the case of $\pi$ and $\pi=(\pi(x): x \geq 0)$ has its properties:
$* \pi(x) \geq 0, \quad * * \sum_{x} \pi(x)=1, \quad * * * \pi p=\pi$
Where it refers to the transition matrix of the Markov chain, the probability generator function is as follows:

$$
\begin{equation*}
\Pi(S)=\sum_{k=1}^{\infty} \pi_{k} S^{k} \tag{7}
\end{equation*}
$$

## 2.5 .Irregular random walks (IRW) with constant jump probability

As a Markov chain whose state space $m Z^{+}$and probability transition are:

$$
\left\{\begin{array}{l}
P(i, i+m)=p, \quad k m \geq 0  \tag{8}\\
P(i, 0)=1-p, \quad k m \geq 0
\end{array}\right.
$$

These Markov chains are called (IRW) on $m Z^{+}$.
From the definition, we note that the 0 is a retaining barrier in the sense that it allows the particle to remain in the zero states for some time.

The following theory illustrates the positive recurrent of the Markov chain defined by equation (8).

### 2.5.1. Theory

Irregular random walk (IRW) defined by equation (8) on $m Z^{+}$is positive recurrent.
Proof
To prove that; the random Walk and knowledge of the equation (8) is positive recurrent enough to verify the presence of stationary distribution $\pi$.
of the equation:

$$
\pi p=\pi
$$

get $\pi_{y}=\sum_{x} \pi_{x} p_{x y}, \quad y \in Z^{+}$
and from them, we get $\pi_{0}=\sum_{k} \pi_{k m} p_{k m, 0}$

$$
\begin{gather*}
=\sum_{k} \pi_{k m}(1-p) \\
\Rightarrow \pi_{0}=(1-p) \sum_{k} \pi_{k m} \\
=(1-p)(1) \\
=(1-p) \tag{9}
\end{gather*}
$$

and we also get.

$$
\begin{gather*}
\quad \pi_{k m}=\pi_{(k-1) m} p_{(k-1) m, k m} \\
=p \pi_{(k-1) m} \\
=p^{k} \pi_{0} \\
\Rightarrow \pi_{k m}=(1-p) p^{k}, \quad k=0,1,2, \ldots \cdot \tag{10}
\end{gather*}
$$

It is a stationary distribution of the chain in question, and since the chain is irreducible, it must be a positive recurrent.

### 2.6 Irregular Random Walk on Non-Negative Integers with

### 2.6.1 . Varying Probabilities, [15].

In this section we will consider the sequential possibilities $\left\{p_{k}, k \geq 0\right\}$ where $0<p_{k}<1, P_{k}$ indicates the probability of moving from state $k$ to $k+m$ and $1-p_{k}$ indicates the probability of moving from state $k$ to zero. Constant probability $p$ as in the previous section, Markov chain on $m Z^{+}$and the probability of transition is:

$$
\left\{\begin{array}{c}
P\left(X_{i+1}=(k+1) m \mid X_{i}=k m\right)=p_{k m}  \tag{11}\\
P\left(X_{i+1}=0 \mid X_{i}=k m\right)=1-p_{k m}
\end{array}\right.
$$

This chain is irreducible, and if we consider the particle starts its motion from state 0 and that $T_{0}$ indicates the first time back to state 0 and $m_{0}=E\left(T_{0}\right)$ we find that:

$$
\begin{equation*}
P\left(T_{0}=n+1\right)=p_{0} p_{m} p_{2 m} \ldots \ldots p_{(n-1) m}\left(1-p_{n m}\right) \tag{12}
\end{equation*}
$$

and whereas

$$
\begin{equation*}
P\left(T_{0}<\infty\right)=\sum_{n=0}^{\infty} P\left(T_{0}=n+1\right) \tag{13}
\end{equation*}
$$

$$
\begin{align*}
& P\left(T_{0}<\infty\right)=\left(1-p_{0}\right) \\
& \quad+\lim _{N \rightarrow \infty} \sum_{n=1}^{N} p_{0} p_{m} p_{2 m} \ldots p_{(n-1) m}\left(1-p_{n m}\right) \\
& =1-\lim _{N \rightarrow \infty} \prod_{k=0}^{N} p_{k m} \tag{14}
\end{align*}
$$

### 2.7. Random walk and its application to solution of heat, [16].

Methods in Monte Carlo: The Monte Carlo methods that are introduced in [16], this study is used Semi Floating .Random Walk (SFRW) as shown in figure1, and Full Floating Random Walk (FFRW) to define nature in the domain of the meaning (See Figure 2)


Figure 1: Typical Semi Floating Random Walk (SFRW) [16].


Figure 2: Typical full floating random walk [16].

Fixed Random Walk (FRW) method is realistic to solve transient heat conduction equation as shown in Figure 3.


Figure 3: Typical fixed random walk. [16].
It was detected that FFRW method is the fastest method to stable state conditions and FRW method has ability to run both stable state and transient heat conduction equation. It was showed that the results are in good agreement with those of the finite difference method, [16].

## 3 . Conclusion

The irregular random walk (IRW) defined by equation (9) is a positive recurrent on $m Z^{+}$if and if only i
$\lim _{N \rightarrow \infty} \prod_{k=1}^{N} p_{k m}=0$
Meaning that if and if only the chain was:
$\sum_{k=1}^{\infty} 1-p_{k m}$
Spacing and that because:
$\sum_{k} 1-p_{k m}=\infty \Leftrightarrow \lim _{N} \prod_{k=1}^{N} p_{k m}=0$
In continue, different boundary conditions were examined and for each technique were applied discretely.
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