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 Artificial Intelligent is regarded as a novel tool for future statistical data estimation. As an important 

issue. Also, an important issue on how to evaluate weather forecasting. In this context, numerous 

papers are available to describe methodologies similar to neural networks (NN) regression for 

weather prediction (time-series application). The next study is a review about nonetheless, to 

perform ranking as this model is complex due to the variety of the forecasting horizon, time step, 

data set and performance indication. Also, the accurateness of these models is dependent on input 

parameters and architecture type algorithms utilized. This leads to a better understanding of the 

contributions to be expected from analytics. Real data from different country sites will be used 

while developing the model. The advance of the forecasting is proposed to support countries, future 

stakeholders, and engineers to select sites of weather systems to evaluate the techno-economic 

merits of large-scale weather ‘data integration the Objective of this work is to investigate and assess 

the forecasting statistical models using artificial intelligence techniques  .The results indicated that 

ANN realized enhanced in predicting the advanced casing of the weather forecasting. 
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1. Introduction  

Several statistical techniques are related to independent data, or 

the slightest uncorrelated [1]. There are various practical 

positions where data influence correlation [2]. This is mainly so 

where repetitive observations on a certain system are completed 

in sequence time [3]. Data assembled in sequence time were 

known as a time series. This is one of the types that distinguish 

time-series data from cross-sectional data. Time series ‘data 

could be found in, Engineering, social sciences, finance, 

epidemiology, economics, physical sciences and Environmental 

Modeling [4]. The simple formula of data is a long-ish series of 

persistent measurements which are equal in space-time points 

[5]:  

• Observations are completed at separate points in time, his time 

is the presence of equal points ‘space. 

• Observations formed as continuous distribution. The 4 sets of 

the time series components are Random, Cyclic Variations 

Seasonal Variations, and Trend or Irregular movements. [6]. Time 

series was categories of 4 varieties of inconstancy [7] : 

➢ A “long-term tendency ” 

➢ “Cyclical movements” covered the “long-term trend”, the 

cycles seem to influence the heights point throughout 

stages of industrial richness . 

➢ “Seasonal Movement” inside every year, the nature of 

which is based on the series natural . “Residual 

variations” during the changes affecting individual 

variables or other main actions.  

➢ “Traditionally”, the 4 differences had been supposed to be 

commonly individual of one to extra and identified by 

resources of an extra decomposition form: 
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                                  (1)                             

Where, 

 yt: “observed series at time t”,  

Tt   : “long-term trend”,  

Ct  : “business cycle”,  

St  : “seasonality”,  

It: “irregulars”. 

If there are components, this relationship is definite as: 

                                  (2) 

Where now St and It can be expressed in a part of trend-

cycle .In selected suitcases, “mixed additive–

multiplicative” models were important. Weather data, it is a 

seasonality that gives verity, those specific months are extra 

significant in the relation of action. This part is definite to stop 

ended of 12 repeated months or additional mostly ended at 365 

repeated days, annual series cannot be cover seasonality. Stream 

series could be influenced by extra differences related to the 

confirmation of the calendar. The greatest significant was the 

“trading day” variants, which were indicated the verity that the 

action in specific days of the week is additional significant than 

others. Months with 5 of the greatest significant days record an 

additional of action “ceteris paribus” in evaluation 2 months or 

4 such days. on the contrary, months with 5 of the minimum 

significant days record a shortfall of action. The length-of-month 

variant is regularly allocated to the seasonal element. The 

trading day element is frequently assessed as insignificant in 

quarterly series and even extra so in yearly data. An additional 

significant calendar variant is the “moving holiday” element. 

That element was related to holidays which have a variant date 

from one year to a new year.  

The models (1) and (2), the trading day elements were indirectly 

elements of the asymmetrical. To guess trading day variants 

which were combined in the X11 technique of “seasonal 

adjustment” [8] also it’s following varieties, the X11ARIMA [9] 

also X12ARIMA methodologies [10]. The last 2 varieties 

furthermore contain models to assess “moving holidays. If the 

new modules are existing, the seasoning decay model converts 

to: 

                                             (3)                  

                                                                

Where: 

Dt: trading day  

Ht: moving holiday elements, individually. Correspondingly, 

St: Seasonal adjustment 

It: “irregulars”. 

“Multiplicative decomposition” model converts to: 

                                           (4)              

  Where the elements St, Dt, Ht, and It are relational to the “trend-

cycle”. Models (3) and (4) are charity usually by techniques of 

“seasonal adjustment”. Extra fewer used “decomposition 

models” are the “log-additive and the mixed models”. “Seasonal 

adjustment” really involves the assessment of wholly the time 

series elements or components and the elimination of holiday, 

seasonality and trading day actions from the detected series. The 

justification was that these modules which were reasonably 

foreseeable conceal the existing phase of the “business cycle” 

which is serious for a plan and make the decision. There are 

additional types of time series breakdown frequently used for 

modeling and predicting “univariate ARIMA time series”: 

                                                                              (5)                                                                                                                                                                       

Where and et are stated to like the noise and the signal, 

according to the electrical engineering terms. The signal _t 

includes all the logical constituents of models (1) and (4), i.e., Tt, 

Ct, St, Dt, and Ht. Model (5) is traditional in extraction ‘signal 

where the difficult is to discover the greatest assessments of the 

signal  assumed the observations yt dishonored by noise et. 

The top assessments are generally definite as reducing the 

“Mean Square Error”. As a final point, it assumed its major basic 

to optimize and recognized “decomposition theory” according to 

[11]. A stochastic procedure is 2nd order stationary if the 

1st two moments did not depend on time, the variance & mean 

were constant, and also the “Auto Covariance Function” built on 

the time lag and not on the original time [12]: 

                                                                    (6)                                                                                                       
                                                                                                  

                                                    (7)                                                                           
                                                                                                   

                                                     (8)  

                                                                                   

where k = 0, 1, 2, … , signifies of the time lag, Every stochastic 

procedure, stationary to the second-order, could be analysis into 

2 commonly uncorrelated procedures    and, such that:   

and : 

                                                                               (9)           

Where, 

                           (10)                            

      

 

The element  

 : “Convergent Infinite Linear Combination” at’s,  

WN : “white noise  process with zero mean”,  

: “constant variance, and zero auto covariance”.  

Model (10) was recognized as an  

 : "infinite moving average”, and the at's were the 

innovations. 

 : "Nondeterministic since only one realization" of the 

progression is not enough to govern coming values , l > 0,  

The element  could be signified by [12]. 

 

 
 (11) 

Wherever: 

 µ = constant mean of a process 
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 and ,   were commonly uncorrelated “White Noise 

Processes”.  was known as a deterministic method so, it 

could be forecast in the coming without error.  

“Wold theorem” determines that the advantage of stationary was 

powerfully concerning to the linearity. It delivers a validation for 

“Autoregressive Moving Average” (ARMA) models [13].  

 

2. Time Series Analysis 

    Time series analysis was a statistical method that 

covenants with “Time Series” data, or “Trend Analysis”.   The 

data is considered in three types [14]: 

Time series data, Cross-sectional data, and Pooled data. In 

continuation an appropriate model was formfitting to a specified 

“Time Series” and the consistent factors were assessed and use 

the recognized values of data. The process to fit a suitable model 

was called “analysis of time series” [15]. It includes techniques 

that are a challenge to realize the series natural and is frequently 

beneficial for coming simulation and predicting. Collecting 

previous observations must be analyzed to take the original data 

generation’ as a procedure for the series [16]. The coming 

actions were then forecast and use a model. This methodology 

was mainly beneficial when there was not considerable 

information that is tracked by the sequential observations or a 

suitable descriptive model was deficient. Time series predicting 

has significant uses in several fields. Often valued for making 

decisions in the strategic plan and preventive actions are 

available depends on the prediction results. In the past several 

periods’ several efforts had been prepared by investigators for 

the development of the appropriate time series predicting models 

[17]. 

 

3. Time Series Forecasting Using Stochastic Models 

The choice of an appropriate model was significant as it 

replicates the original construction of the series and this 

formfitting model in chance was a charity for coming predicting. 

A model of time series was supposed to be non-linear otherwise 

linear based on previous data to present an assessment of the 

series is a historical observation. Overall time series models for 

data could have several formulas and characterize many 

stochastic procedures. There were two commonly charity 

“Linear Time Series Models” “Autoregressive” (AR) [18] and 

“Moving Average” (MA) [19] models. Relating these 2, the 

“Autoregressive Moving Average” (ARMA) [20] and 

“Autoregressive Integrated Moving Average” (ARIMA) [21] 

modeling had been suggesting in many works. The 

“Autoregressive Fractionally Integrated Moving Average” 

(ARFIMA) [22] modeling specifies ARMA and ARIMA 

modeling. For seasonal time series forecasting, a difference of 

ARIMA, viz. the “Seasonal Autoregressive Integrated Moving 

Average” (SARIMA) [23] model was used. ARIMA model and 

its altered disparities were dependent on the well-known Box-

Jenkins standard [24] and so these are moreover approximately 

identified according to Box-Jenkins techniques. Linear models 

had towed much consideration during their relative 

straightforwardness inconsiderate and application. However, 

several applied time series demonstrate non-linear forms. 

Specific of them were the well-known “Autoregressive 

Conditional Heteroskedasticity” (ARCH) [25] model and its 

differences similar “Generalized ARCH” (GARCH) [26], 

“Exponential Generalized ARCH” (EGARCH) [27], etc., the 

“Threshold Autoregressive” (TAR) [28] model, the “Non-linear 

Autoregressive” (NAR) [29] model, the “Nonlinear Moving 

Average” (NMA) [30]. 

 

4. The “Autoregressive Moving Average (ARMA)” 

Models [31] 

An ARMA (p, q) model was a mixture of AR(p) and 

MA(q) models and was appropriate for  “Univariate Time Series 

Modeling”. In an AR(p) model the coming assessment of a 

variable was supposed to be a linear mixture of p historical 

observations and a random error collected with a constant  term. 

As a Mathematical form, the AR(p) model could be specified as: 

 

                                                                                              (12) 

models’ parameters are: 

yt = Actual value and t 

εt = Random shock, 

 = Modes  

at time period t : Øi  (i 1,2,..., p)  

c = Constant.  

p = Integer constant was recognized according to model order 

occasionally the constant term is lost at a simple model.  

The MA (q) model was specified by: 

 

 (13) 

Here μ = “mean of the series”,  

θj ( j 1,2,...,q) = model’ parameters  

q = Model ‘order.  

 (AR)” and (MA)” \ could be powerfully collective to formulate 

as an overall and valuable class of time series models, 

recognized as the ARMA models. To put in Mathematical 

expression an ARMA (p, q) form was characterized as: 

 

                              (14)    

                                        

  Now the orders of model p,q. Regularly, ARMA is influenced 

by the Lag operative [21 to 23] symbolization. The Lag or 

backshift operator was clear . Polynomials of Lag 

operator or Lag polynomials were charity to signify ARMA 

models as: 
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.   

 
 (15) 

5. Stationary Analysis [32] 

 

When an AR (p) procedure was characterized as εt =ϕ (L) y, 

then ϕ (L) = 0 was identified as the specific equation for the 

procedure. It is verified by a technique that an essential and 

satisfactory condition for the AR (p). The AR (1) model 

 was stationary when    with a 

constant mean: 

                                                                      

and constant variance.  

 
An MA (q) process was always stationary, regardless of the 

values of the MA parameters.  

 

6. “Autocorrelation and Partial Autocorrelation 

Functions” “ACF and PACF” [33] 

 

   To govern a suitable form for a specified data of time series, it 

was essential to transfer the “ACF” and “PACF” investigation. 

To defining the order of AR and MA terms as follow: 

At a time, series {x (t), t = 0, 1, 2...} the “Auto covariance” at 

lag k is given by: 

                       (16)   

                                                                         

The “Autocorrelation Coefficient” at Lag k is given by: 

                                                                                    (17)                                                                                                                   

                                                                                                   

Now μ: “Mean of The Time Series”, I .e.    

The auto covariance at lag  

zero i.e. γ0: “Variance of The Time Series”. 

 From the classification it was strong to clear that:  

ρk: "Autocorrelation Coefficient" is dimensionless  

 Statisticians Box and Jenkins  

γk: “Theoretical Auto covariance Function (ACVF)”  

ρk: “Theoretical Autocorrelation Function (ACF)”. 

 An additional measure, identified as the “Partial Autocorrelation 

Function” (PACF), k period ago and the present observation. 

The greatest suitable example guess for the ACVF at lag k was: 

                                                            

                                         (18)  

                                                                                                                                

 To guess the example of ACF at lag k can be  specified by: 

                                                                                    (19)                                                                                                                                                                                                                                     

Here {x (t),t = 0,1,2,.......} = the size training series equal n with 

mean μ .  

 

7. “Autoregressive Integrated Moving Average 

(ARIMA)” Models [34] 

In “ARIMA” models a non-stationary time series was 

prepared stationary by finite different applications of the data 

points. The mathematical forms of the ARIMA (p, d,q) model by 

using lag polynomials was specified as follow:                                                                                                                                                                                                                                                                                

 
                 (20)                              

Now, 

 p, d, and q: integers > or = to zero and denote to the order of the 

“Autoregressive, Integrated, and Moving Average” are parts of 

the models one-to-one. 

                                                                        

8. “Seasonal Autoregressive Integrated Moving Average 

(SARIMA)” Models [35] 

 

The "ARIMA" models (20) are presented a non-seasonal 

and non-stationary data. Their future model was recognized as 

the Seasonal ARIMA (SARIMA) model. In this model, seasonal 

differencing of suitable order was a benefit to eliminating now- 

  

s = 4. This model was usually expressed as the SARIMA ( p, 

d,q)× (P, D, Q)s model. 

Scientific mathematical formula of a SARIMA ( p, d,q)× (P, D, 

Q)s form in expressions of lag polynomials was specified as 

follow:  

 
                                  (21)                                                                   

Here zt: the “Seasonally Differenced Series”. 

 

9. Time Series Forecasting Using “Artificial Neural 

Networks" Ann 

9.1 Artificial Intelligence Systems 

The neural network method had been used to consider 

consistency, availability, reliability, forecasting and 

maintainability systems. The neural network input was trained 

and layer had been inclusive 80 or 100 neurons in the 1st hidden 

layer, 10 neurons in the 2nd hidden layer and one neuron in the 

output layer. The optional network had been a charity to reflect 

the effect of separate input parameters and gatherings of input 

parameters on the compound output parameter. These need an 

advanced tool to forecast load profile built on previous weather 

history, and ANN proposal powerful choice for this purpose as 

shown in figure (1). 
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Figure(1) “General scheme for an artificial neural network (ANN) 

model technique” 

 

9.2 Artificial Neural Network Modeling 

 

ANN model is appropriate obtainable in 4 situations as:  

•    Extract calculations result from weather data   

•    Taking network and using values of theoretical 

prediction  

•   A set of data which was not controlled by training as 

network testing with data.  

•    Identify the maximum network structure based on 

statistical realization’ data. 

Artificial neural networks (ANN) replicate the brain works 

by programming techniques by saving the “Machine Learning” 

as the built-on performance of the humanoid.  

Model of the output had been stated as follow: 

               (22) 

                                                                                                          

Where      

P input,  yt   output 

The digits p, q is the integer of hidden and input nodes. 

Connection weights are: 

, 

 
  Random shock 

,   support form is:  

Frequently, the logistic sigmoid function:  

                                                                          (23)                                                                  

The nonlinear activation function is applied such as Gaussian 

and linear has been held. 

THE Feedforward ANN model in real realizes a mapping of 

non-linear functional from the historic time-series data to the 

next value.   

    
                                  (24)                                                                                                

 w was an all vector parameters 

 f was a function resolved by the connection weights and 

structure of a network.  

processes were held, which were based on the error function 

minimization: 

                                         (25)                                                                                                       

Here  was the space of all connection weights. To 

minimize an error optimization function method is handled are 

mentioned as “Learning Rules”. Generalized Delta Rule and 

Backpropagation was the best-known learning rule. 

  

9.3 Network Parameters Selection 

The parameters similar to an input' neurons, output, and 

hidden layers, transfer function, network construction, learning 

algorithm, learning rate, and momentum verity or are 

designated to improve the artificial neural networks model. The 

input neurons' number in the input layer was equivalent to 

several verities or that give effects on the performance of the 

system. A neuron's processing layer that was between the input 

and output layer was termed a hidden layer. The number of 

hidden layers and an optimal number of hidden neurons may 

differ reliant on the precision requisite. All verity or 

optimization by trial-and-error technique to reach results with 

moral precision. The number of neurons in the output layer was 

equal to several verities or chosen for forecasting the system's 

performance.    

➢ The input-output dataset removed from trials were 

separated 2 sets “training input-output data & testing 

output data”.  

➢ Improve an Artificial neural 

networks model and describe the inputs and outputs.  

➢  Optimization of I/O both in the ranged between 0 and 1 

or between −1 and 1.  

➢ MATLAB-neural network toolbox, Train the NN with 

standardized input & output Data.  

➢ The data set which was not used in the training of NN 

it's used as a testing input-output data.  

➢ Compute the performance of statistical information.   

➢ Choice the top NN construction built on historical data.   

 

9.4 Different Prediction Models 

Enactment actions and their important appearances will be 

considered. In each of the upcoming characteristics, yt was the 

confident value, it was the forecasted value, et = yt − ft was the 

forecasting error and n is the equal size of the test data. Also, 

“Test mean”                                                    (26)                                                                                        

“Test variance”                          (27)                                                

The Mean Forecast Error (MFE) 

 To measure MPE 

                                                                   (28) 

The Mean Absolute Error (MAE) 

To measure MAE 

                                                                   (29) 

The Mean Absolute Percentage Error (MAPE) 

To measure MAPE 
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                                                    (30)                                                           

The Mean Percentage Error (MPE) 

    To measure MPE 

                                                      (31)                                              

The Mean Squared Error (MSE) 

To measure MSE 

                                                                   (32)                                                              

The Sum of Squared Error (SSE) 

To measure SSE 

                                                                        (33)                                                            

The Signed Mean Squared Error (SMSE) 

To measure SSE 

                                                          (34)                                             

the Root Mean Squared Error (RMSE) 

To measure RMSE  

                                                               (35)                                                            

The Normalized Mean Squared Error (NMSE) 

To measure NMSE 

                                                   (36)                                                        

   Forecasting is the use of recognized calculating weather data 

on the detected relationship between a dependent variable (e.g., 

simulation output) and an independent variable (e.g., simulation 

input) to the assessment of other values of the independent 

variable from new clarifications of the dependent variable. 

 

10. Conclusions and Recommendation 

10.1 Conclusions 

➢ The time series is used for a set of measurements that 

are present for one or more variables (such as previous 

temperatures) arranged according to their occurrence in 

time and give specific phenomenon values that the first 

n of this view is: x1, x2, x3, ..., xn.) Time series is one 

of the most important prediction methods for the future 

through the facts of yesterday and today. 

➢ Mathematically: we say that the independent time 

variable (t) and the corresponding values have the 

dependent variable (y) and that each value in time t is 

offset by the values of the dependent variable y then y 

is a function of time t. 

➢ The model is set: this is done by drawing the time series 

in what is called Time Plot where the horizontal 

coordinate is time (and the vertical coordinate is the 

phenomenon previous observations (temperature)) and 

then choosing a mathematical model based on some 

statistical measures that distinguish a model from 

another and on the experience derived from data 

Previous weather data. 

➢ The model has been applied: After nominating a 

general model and the solution in a suitable and 

appropriate feed-forward method to describe the 

observed series, we estimate the parameters of this 

model from the observational data using statistical 

estimation methods for time series and this candidate 

model is taken as a prototype that can be modified later. 

➢ Model Diagnostics and Testing: Perform screening tests 

on Fitting Errors to see how well the views match the 

values calculated from the candidate model and the 

validity of the model's assumptions. If the nominated 

model passes these tests, we are accustomed to it as the 

final model and used to generate forecasts for future 

values, otherwise, we return to the first step to 

assigning a new model. 

➢ Forecast Generation: The final model is used to 

generate forecasts for future values and then calculate 

Forecast Errors whenever new values are seen from the 

time series and monitor these errors in which are set to 

accept a certain error rate if the forecast errors exceed 

it. The form is reviewed and the cycle is repeated to 

select another candidate model. 

➢ For evaluating the forecasting method as one of the 

methods used to study the unstable state procedures. 

The peak time of temperature raises occurs between 7 

am to 5 pm.  The outdoor states furthermore various 

significantly through the day as an effect of Weather. 

Weather prediction had been a significant result to 

decide by evaluating the forthcoming from historic 

data. This learning in comparison to the enactment of 

the most -charity “Feed-Forward Back” ANN with the 

random forecast, for predicting the weather. The default 

recognition feed-forward networks function which is 

created by “Mean Square Error” MSE, among the 

outputs of network and the target outputs. It was 

discovered “Training Regression Models” with the 

various grade that R nearby 1 in various situations (if 

lower RMSE then the greater R assessments). “MSE is 

the average squared various between outputs and 

targets. Lower values are better”. Correlation among 

the target and output) standards for in cooperation the 

training and validation, produced in MATLAB 

software. In cooperation, the training and validation are 

shown necessary coefficients of correlation (R 

assessment). ANN realized enhanced in predicting the 

advanced casing of the weather forecasting. 
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10.2 Recommendation 

In the simulation, we have used ANN to forecast It can be 

extended further by incorporating multiple application scenarios 

within the health applications. 
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